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1 Introduction
We present Paralex1, a new technical standard for inflected lexicons in tabular format. Inflected
lexicons document the inflected forms of words, such as the conjugations of verbs and the
declensions of nouns. Such datasets are crucial to support morphological investigation using
both computational and traditional methodologies, and constitute a necessary foundation for
data-driven studies of individual systems as well as large scale typological works.

Many existing morphological datasets are not published durably. Some use proprietary for-
mats, others exist solely as web portals (see Maiden et al. 2010, standardised by Beniamine
et al. 2019). Resources which were intended for manual exploration are often not machine-
readable. Those which are, often use their own sets of conventions, and are not inter-operable
(see eg. Bonami et al., 2014; Pellegrini & Passarotti, 2018; Feist & Palancar, 2015). The Uni-
morph datasets (McCarthy et al., 2020) do provide inter-operable lists of inflected forms, but
their usefulness for linguistic investigation is limited both by their automatic extraction and an
exclusive focus on orthography (Malouf et al., 2020).

The Paralex standard aims to bring about high quality resources, which can be richly an-
notated, are machine-readable, inter-operable and durable. It describes lexicons constituted
of csv tables in long format forming a relational database, accompanied by metadata in json
format (§ 2). The standard is devised to promote good data practices and abides by the FAIR
principles (Wilkinson et al., 2016), as well as our own set of principles (DeAR, § 3).

2 Data and metadata formats
Paradigms are conventionally written as tables in a variety of formats (Corbett, 2013). Authors
often present single paradigms as in Table 1.a., where rows and columns represent morpho-
syntactic features. Such tables are impractical for presenting many lexemes, as this would
require multiple tables. Thus, a more common format for this purpose (see e.g. Flexique,
Bonami et al. 2014) is the Plat (Stump & Finkel, 2013), which arranges paradigm cells in
columns, and lexemes in rows, as in Table 1.b. This format is more generally known as a wide
form table. The major draw-back of this format is that it can only ever express a single piece of
information per cell/lexeme intersection, making it impossible to cleanly record overabundant
forms (Thornton, 2012) or multiple pieces of information for each form, including but not
limited to its phonological form, its frequency, source, analysis, etc. Thus, we adopt instead
the long form (For more discussion on wide vs long form for linguistic data, see Forkel et al.,
2018), in which each inflected wordform is given its own row, as shown in Table 1.c. Rows
have unique identifiers, and columns for forms, cells, and lexemes, and any further information.
Overabundant word forms lead to multiple rows.

1The full standard specifications and documentation can be found at https://www.paralex-standard.org

https://www.paralex-standard.org


(a) Single paradigm table
SINGULAR PLURAL

NOMINATIVE rosa rosae
VOCATIVE rosa rosae
ACCUSATIVE rosam rosās
GENITIVE rosae rosārum
DATIVE rosae rosīs
ABLATIVE rosā rosīs

(c) Long form table
form_id cell lexeme orth_form
f1 NOM.SG rosa rosa
f2 VOC.SG rosa rosa
f3 ACC.SG rosa rosam
f13 NOM.SG dominus dominus
f14 VOC.SG dominus domine
... ... ... ...

(b) Wide form table
lemma NOM.SG VOC.SG ACC.SG GEN.SG DAT.SG ABL.SG NOM.PL voc.pl ...
ROSA rosa rosa rosam rosae rosae rosā rosae rosās ...
DOMINUS dominus domine dominum dominī dominō dominō dominī dominī ...

Table 1: Paradigm formats, illustrated on two Latin nouns (Pellegrini & Passarotti, 2018).

A paralex lexicon is minimally constituted of a simple forms table (see Table 1.c), associat-
ing forms (orthographic or phonological) with paradigm cells, lexemes, and unique identifiers.
The standard further describes tables to document entities from the forms table: lexemes,
cells, feature-values, sounds, and graphemes. A tags table declares user-defined proper-
ties of forms and a very flexible frequencies table records frequency measurements. A set of
columns is pre-defined for each table. Paralex lexicons may use pre-defined tables and columns,
adding any additional ones as needed. The tables are linked by two types of relationships. For-
eign key relations allow direct references between tables rows: For example, “NOM.SG” in the
cell column of the forms table refers to the row with the identifier “NOM.SG” in the cells table.
The foreign key relations between the three main tables are illustrated in Figure 1. Moreover,
elements from some tables are composed of identifiers from other tables. For example, cells
(e.g. NOM.SG) are composed of feature-values separated by dots (NOM, SG), orthographic forms
are composed of graphemes, phonological forms are composed of sounds symbols, etc.

Beyond relations between tables, references to linked vocabularies greatly increase the
value of datasets, and are encouraged. Languages can be denoted by glottocodes or ISO-639-
2 codes; cells and features can refer to the Universal Dependencies and/or to the Unimorph
conventions, sounds may refer to CLTS’ BIPA (Anderson et al., 2018), etc. To further enhance
interoperability with different resources, the standard is coupled with an ontology, where RDF
classes and properties are introduced, corresponding to tables and columns defined in the stan-
dard, respectively. Their relation to existing standard vocabularies – such as the General Ontol-
ogy for Linguistic Description (GOLD; Farrar & Langendoen 2003) and the Lexicon Model for
Ontologies (OntoLex; McCrae et al. 2017) – is expressed by means of sub-class (subClassOf)
and sub-property (subPropertyOf) relations, as defined in the RDF Schema vocabulary. This
allows the conversion of Paralex data into ontolex-compliant lexicons in RDF, guaranteeing
semantically richer interoperability not only with other morphological lexicons, but also with
lexical resources of other kinds.

Figure 1: Relations between the three main Paralex tables.



Metadata are any information about the dataset that are not directly part of the data. A first
type of metadata is global information about a dataset, such as its author(s), name, identifier,
license, etc. This information is usually provided in landing pages, articles or documentation
files, in a way that is easy to understand for humans, but often not machine readable. Further-
more, many other pieces of information about the data itself are often left implicit, such as:
what does each table document? How are tables related? What values are expected in each
column? This is neither future-proof (the context is likely to be lost) nor machine-readable.
Thus, Paralex lexicons explicitly encode metadata in a json file following the frictionless stan-
dard (Fowler et al., 2018). Its creation is facilitated by a Paralex python package which can
fill in all conventional information from the standard.

3 Philosophy
Paralex datasets adhere to the FAIR principles (Wilkinson et al., 2016), which focus on data
users: they ensure that datasets be readable by both machines and by humans across sub-
fields, disciplines and time. Focusing on data creators, we introduce our own set of principles
for scientific data: Decentralisation, Automated verification and Revisable pipelines (DeAR).

The acronym FAIR stands for Findable, Accessible, Interoperable and Reusable. Findability
relies on persistent global identifiers (F1), rich metadata (F2) referring to the identifier (F3),
and indexation in searchable resources (F4). Paralex addresses F2 through the metadata file,
recommends using DOIs (F1,F3), and archiving lexicons in dedicated repositories (F4). These
measures also ensure that the data is Accessible. Inter-operability consists in using a formal,
accessible, shared, broadly applicable language for knowledge representation (I1), FAIR vo-
cabularies (I2) and reference to other (meta)data (I3). The formats chosen for Paralex fit the
descriptions in I1. Compliance with I2 and I3 rely on the use of linked identifiers, and the
Paralex ontology. Finally, rich metadata also addresses reusability, by ensuring well-described
data (R1) which can be re-used and combined in other contexts.

When faced with the task of creating a large number of standardised datasets, one solution
is for a single team to retro-standardise large amounts of data into a single database. Unfor-
tunately, compounded datasets tend to be cited at the expense of original resources, leading
to loss of recognition for data creators. Moreover, centralisation concentrates power over in-
digenous and endangered languages into the hands of a few institutions, going contrary to the
CARE principles (Carroll et al., 2020). Thus, Paralex rather aims to stimulate a Decentralized
adoption of the standard. Although there must of course be a single definition of the standard,
we intend to make it easy and flexible to use, and to produce tools which incentivize its adop-
tion. Creating large databases is difficult and error-prone. In order to improve data quality, we
promote the Automated validation of datasets. The statements contained in the metadata file
can be verified automatically against the data using existing frictionless tools. This process can
ensure perfect formatting, valid references across tables, and check expected properties of data
content. Validation can be performed at each update of the data to maintain high data qual-
ity. Finally, it is crucial for data to be linked to its published presentations (such as websites)
through Revisable pipelines. The inter-operability of standardized datasets makes it possible
to create websites which can be re-generated whenever the data is updated.

4 Conclusion
The Paralex standard provides formal conventions for coding inflected lexicons and their meta-
data. It is suited to encoding inflectional systems across languages, for purposes ranging from



lists of inflected forms to richly annotated lexicons. It describes mechanisms to handle phenom-
ena such as overabundance, defectivity, and multiple types of variation. It is accompanied by a
helper tool to generate the metadata with minimal effort, and a tool is in development to create
static websites automatically. As linguists, we are most interested in the parts of language that
are complex to analyze, and thus complex to code. Thus, this standard accommodates a great
deal of flexibility regarding the exact content of the data, allowing linguists to make project-
specific analytical choices about content, while reaping other benefits of standardization.
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